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Jll \What is Data Science?

COMPUTER

Machine : T
Learning & Algorithms
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SCIENCE
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Systems
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Data
Engineer

Coding and
development

Ensure quality flow,

end-to-end

Jll What is a Data Scientist?

Data
Scientist

Statistics

Improve algorithm
models to boost
bottom-line

Business
Analyst

Customer-related
data

Cross-department
analysis




RULE-BASED
DECISION MAKING

IF condition fulfilled THEN
activity 1

ELSE
activity 2

Examples:

« phone notification

« time- or threshold-
based alarms

« simple pattern
matching

STATISTICAL
REASONING

Examples:

. extra-and
interpolation

« outlier detection

« predictive

maintenance

MACHINE
LEARNING

Examples:
« identification of
relevant features
from large
input datasets
« quality control using
various metrics

ARTIFICIAL
INTELLIGENCE

Examples:
« autonomous vehicles
« human-like
conversational skills
« intelligent digital
assistant




PREDICTIVE
ANALYTICS

ARTIFICIAL

IMAGE
RECOGNITION

INTELLIGENCE DEEP SPEECH MACHINE
LEARNING TO TEXT VISION
e SPEECH VISION
VN
)\ /k CLASSIFICATION
LANGUAGE P
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(NLP)
EXPERT PLANNING &
ROBOTICS
CRANSLATION SYSTEMS OPTIMIZATION
DATA EXTRACTION
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Jll Where is Data Science used?

APPLICATIONS OF MACHINE LEARNING ~ [HIQUANT

Gomeo

INTELLIGENT AGENTS, SENTIMENT ANALYSIS,
NATURAL LANGUAGE / FILTERING SPAM ETC.
PROCESSING ETC.
Virtual Assistant

CUSTOMER eCommerce : t SAFETY
SUPPORT, Learning — MONITORING,

PRODUCT w o & AIR TRAFFIC
RECOMMENDATION Applications CONTROL ETC.

, ADVERTISING,

Machine

Healthcare
®

DRUG DISCOVERY, \ ALGORITHMIC TRADING,
DISEASE DIAGNOSIS, PORTFOLIO MANAGEMENT,

ROBOTIC SURGERY FRAUD DETECTION




Understanding Al is complex

OBTAIN

O

Gather data from
relevant sources

Data Science Process @

LEAD
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Clean data to formats Find significant patterns Construct modelsto  Put the results into
that machine and trends using predict and forecast good use
understands statistical methods

Originally by Hilary Mason and Chris Wiggins




End to end process of building a model

Learning Algorithm
Dataset

..

Train Model

—
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Data cleaning % — —
D) O O

New Data ~ Score Model Evaluate Model
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Jll Types of Machine Learning

Meaningful
Compression

Structure Image

i I Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

isualistai : Classification Diagnostics
Visualistaion Reduction Elicitation Detection 8!

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
L ]
I I ac h I n e Population

Growth
Prediction

Recommender Unsupervised Supervised

Systems

Clustering Regression
Targetted

Marketing Market

Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation Skill Acquisition

Learning Tasks



] Machine Learning Models
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° Artificial
. Intelligence

Early artificial intelligence

stirs excitement
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1950% 1960’ 1970's

o Machine
. Learning

Machine learning begins
. to flourish
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1980 1990 2000s

Deep Learning the new cool thing

© Deep
. Learning

Deep learning breakthroughs
- drive Al boom
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Deep Learning the new cool thing

Machine Learning

& — by — 2727 —

Input Feature extraction Classification Output

Deep Learning
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Input Feature extraction + Classification Output




Deep Learning the new cool thing

Simple Neural Network
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Deep Learning Neural Network
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(O Hidden Layer

© Output Layer

More data, add more layers and it works!




What about Deep Learning?

()%  Deep Learning Vs Machine Learning

Deep Learning Machine Learning

Data Requirement Requires large data Can train on lesser data
Accuracy Provides high accuracy Gives lesser accuracy
Training Time Takes longer to train Takes less time to train
Hardware Dependency Requires GPU to train properly Trains on CPU

Can be tuned in various

Hyperparameter Tuning different ways

Limited tuning capabilities




How to easily build visual Al applications

Traditional Computer Vison

Detect features Feature vector Logistic regression Class label
0
1
) (. —— CAT
0
1
0
Deep learning
Raw pixels Class label

O PyTorch

TorchVision Focebook
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How to easily build NLP Al applications

f Modeling Output

P = N remmee---- .
Feature Modeling Inference ! m '
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Documents

Transformers

Output

build [failing| license Apache-2.0 website [oRline| release v4.6.0 Contributor Covenant [V20 adopted

State-of-the-art Natural Language Processing for Jax, PyTorch and TensorFlow

(from Google Research and the Toyota Technological Institute at Chicago) released with the paper
RT: A Lite BERT for Self-supervised Learning of Language Re ntations, by Zhenzhong Lan, Mingda
Chen, Sebastian Goodman, Kevin Gimpel, Piyush Sharma, Radu Soricut.

RT (from Facebook) released with the paper BART: Denoising S t ence Pre-training for Natura
Lan ge Generation, Tl n, and Comprehension by Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Ves Stoyanov and Luke Zettlemoyer.

Documents

RThez (from Ecole polytechnique) released with the paper BARThez: a Skilled Pretrained |
uence Model by Moussa Kamal Eddine, Antoine J.-P. Tixier, Michalis Vazirgiannis.

(from Google) released with the paper BERT: Pre-training of De
ding by Jacob Devlin, Ming-Wei Chang, Kenton Lee and Kristina Toutanova.



© Google Cloud

Unique secure
identity

l > '& Cloud loT Core

How to easily build audio Al applications

> Userdevice @ ¢——> [ ) Cloud Functions

User voice 2 Transcribe

command T

> ||||I Speech-to-Text API

l

Intent and entity
extraction

[ ] AutoML Natural Language




Top Python Libraries for Deep Learning, NLP, Computer Vision
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How to easily build Al applications
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Questions?




